
JOURNAL OF COMPUTATIONAL PHYSICS 138, 193–223 (1997)
ARTICLE NO. CP975817

A Level Set Approach to a Unified Model for
Etching, Deposition, and Lithography

III: Redeposition, Reemission, Surface Diffusion,
and Complex Simulations

D. Adalsteinsson and J. A. Sethian1

Department of Mathematics, University of California, Berkeley and Mathematics Department,
National Lawrence Berkeley Laboratory

E-mail: dabbi@math.lbl.gov and sethian@math.berkeley.edu

Received December 23, 1996; revised August 5, 1997

Previously, Adalsteinsson and Sethian have applied the level set formula-
tion to the problem of surface advancement in two and three-dimensional
topography simulation of deposition, etching, and lithography processes in
integrated circuit fabrication. The level set formulation is based on solving
a Hamilton–Jacobi type equation for a propagating level set function, using
techniques borrowed from hyperbolic conservation laws. Topological changes,
corner, and cusp development, and accurate determination of geometric prop-
erties such as curvature and normal direction are naturally obtained in this
setting. Part I presented the basic equations and algorithms for two dimen-
sional simulations, including the effects of isotropic and uni-directional deposi-
tion and etching, visibility, reflection, and material dependent etch/deposition
rates. Part II focused on the extension to three dimensions. This paper com-
pletes the series, and add the effects of redeposition, reemission, and surface
diffusion. This requires the solution of the transport equations for arbitrary
geometries, and leads to simulations that contain multiple simultaneous com-
peting effects of visibility, directional and source flux functions, complex
sputter yield flux functions, wide ranges of sticking coefficients for the reemis-
sion and redeposition functions, multilayered fronts and thin film layers.
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1. INTRODUCTION

In this paper, we complete the development of a level set formulation to simulate
deposition, etching, and lithography in integrated circuit fabrication. The goal is
an accurate, stable, and efficient technique for surface advancement due to complex
motion which, under different physical effects, may include effects of anisotropy,
visibility conditions, material-dependent propagation rates, complex sputter laws,
redeposition, reemission, and surface diffusion. In Part I of this paper, ‘‘A Level
Set Approach to a Unified Model for Etching, Deposition, and Photolithography
I: Two-Dimensional Simulations’’ [4], the basic equations and algorithms for two-
dimensional simulations are developed. In Part II [5], the extension to three dimen-
sions was presented and a large collection of simulations, including three-dimen-
sional etching and deposition into cavities under the effects of visibility, directional
and source flux functions, evolution of lithographic profiles, discontinuous etch
rates through multiple materials, and nonconvex sputter yield flux functions were
shown. In [42, 43] the fast marching method was introduced for solving the Eikonal
equation which arises in photolithography development simulations. A review of
these earlier works, aimed at the micro-electronics community, was presented in
[45]. In this paper, we extend these works to fully three-dimensional topographic
simulations, including the effects of redeposition, reemission, thin films, and surface
diffusion. This requires the solution of transport equations for arbitrary surfaces.
The validity of various physical models for microfabrication will not be examined.
Instead, we hope to provide a robust numerical approach to these phenomena
which can then be used to systematically examine various models.

As discussed in [4, 5], a variety of numerical algorithms are available to advance
fronts in etching, deposition and photolithography processes. These methods are
not unique to such simulations, and in fact are in use in such areas as dendritic
growth and solidification, flame/combustion models, and fluid interfaces. They in-
clude string methods, cell fraction methods, and characteristic methods. While
powerful, these methods have some weaknesses, including difficulties in executing
topological change, instabilities near sharp corners and cusps, complexities in three
dimensions, and lack of robustness issues. Details of these methods are given in
[4, 5, 44].

Level set methods, developed by Osher and Sethian in [31], based on the theory
and numerics of weak solutions to surface propagation formulated by Sethian [37,
38], offer highly robust and accurate techniques for tracking interfaces moving
under complex motions. They work in any number of space dimensions, handle
topological merging and breaking naturally, and are easy to program. They approxi-
mate the equations of motion for the underlying propagating surface, which resemble
Hamilton-Jacobi equations with parabolic right-hand sides. The central mathemati-
cal idea is to view the moving front as a particular level set of a higher dimensional
function. In this setting, sharp gradients and cusps form naturally, and the effects
of curvature may be easily incorporated. The key numerical idea is to borrow the
technology from the numerical solution of hyperbolic conservation laws and transfer
these schemes to the Hamilton–Jacobi setting, which then guarantees that the
correct entropy satisfying solution will be obtained. A comprehensive introduction
and review of the state-of-the-art of level set methods may be found in [44].
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2. LEVEL SET METHODS

2.1. The General Level Set Method

Here, we briefly summarize the key ideas behind level set methods; for details,
see [31, 40, 44]. Given a moving closed hypersurface G(t), we wish to produce an
Eulerian formulation for the motion of the hypersurface propagating along its
normal direction with speed F, where F can be a function of various arguments,
including the curvature, normal direction, etc. The main idea is to embed this
propagating interface as the zero level set of a higher dimensional function f. Let
f(x, t 5 0), where x [ RN is defined by

f(x, t 5 0) 5 6d, (1)

where d is the distance from x to G(t 5 0), and the plus (minus) sign is chosen if
the point x is outside (inside) the initial hypersurface G(t 5 0). (Any smooth function
will do.) Thus, we have an initial function f(x, t 5 0) : RN R R with the property that

G(t 5 0) 5 (xuf(x, t 5 0) 5 0). (2)

Our goal is to now produce an equation for the evolving function f(x, t) which
contains the embedded motion of G(t) as the level set f 5 0. Let x(t), t [ [0, y)
be the path of a point on the propagating front. That is, x(t 5 0) is a point on the
initial front G(t 5 0), and xt ? n 5 F(x(t)), where the vector n is normal to the front
at x(t). Since the evolving function f is always zero on the propagating hypersurface,
we must have

f(x(t), t) 5 0. (3)

By the chain rule,

ft 1 =f(x(t, t)) ? xt 5 0. (4)

Since F already gives the speed in the outward normal direction, then x9(t) ? n 5

F where n 5 =f/u=fu. Thus, we then have the evolution equation for f, namely

ft 1 F u=fu 5 0 (5)

f(x, t 5 0) given. (6)

We refer to this as a Hamilton–Jacobi ‘‘type’’ equation because, for certain forms
of the speed function F, we obtain the standard Hamilton–Jacobi equation.
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FIG. 1. Propagating circle.

In Fig. 1 (taken from [39]), we show the outward propagation of an initial curve
and the accompanying motion of the level set function f. In Fig. 1a we show the
initial circle, and in Fig. 1c we show the circle at a later time. In Fig. 1b we show
the initial position of the level set function f, and in Fig. 1d we show this function
at a later time.

The advantages of this approach are well known. First, the evolving function
f(x, t) always remains a function as long as F is continuous. However, the level
surface f 5 0, and hence, the propagating hypersurface G(t) may change topology,
break, merge, and form sharp corners as the function f evolves; see [31]. Second,
because f(x, t) remains a function as it evolves, we may use a discrete grid in the
domain of x and substitute conservative upwind finite difference approximations
for the spatial and temporal derivatives. Third, intrinsic geometric properties of
the front, including curvature and normal direction may be easily determined from
the level function f. Fourth, there are no significant differences in following fronts
in three space dimensions. For details, see [44].

Since its introduction in [31], the above level set approach has been used in
a wide collection of problems involving moving interfaces. Some of these
applications include the generation of minimal surfaces [13], singularities and
geodesics in moving curves and surfaces in [14], flame propagation [34, 50], fluid
interfaces [11, 30], shape-from-shading problems [24], shape reconstruction [27],
image processing [25, 26], and fast methods in [2]. The fundamental Eulerian
perspective presented by this approach has since been adopted in many theoretical
analyses of mean curvature flow; see in particular [17, 12], and related work in
[6, 16, 18–20, 22].



197ETCHING, DEPOSITION, AND LITHOGRAPHY III

2.2. Fast Narrow Band Methods

Rather than employ the full level set approach, we use a narrow band version
which focuses computational labor on cells that bracket the zero level set corre-
sponding to the front. This approach was introduced in [13], used in recovering
images in [27], and analyzed extensively in [2]. There are two reasons to do so.
The first is speed; in three dimensions, the update count for the full level set method
is O(N 3), where N is the number of cells in each direction. By limiting calculations
to a narrow band of width k around the zero level set, the operation count drops
to O(kN 2), which is a substantial savings. Typically we use bandwidths of six cells
in each direction, and the corresponding speedup is an order of magnitude over
the full level set approach.

The second reason to employ the narrow band construction is because certain
properties of the front which contribute to determining its motion have no natural
meaning on other level sets. Such variables, known as extension variables, have
previously been treated by the following approach; for any given level set, the value
of the extension variable is found by using the value on the closest point of the
zero level set. For details, see [2, 4]. In this paper, we introduce a new general
technique for creating extension velocities.

Local variables, such as normal vectors and curvature have meaning for all the
level sets and may be easily calculated using those values. Normals are calculated
using the average one-sided difference technique discussed in [46]. Variations in
etch rate, either through masks, material dependence, or lithographic etch rates
are directly incorporated into the speed function.

The front is updated using second order in space schemes especially designed
for the level set function; see [4, 5, 44]. There are two separate schemes; first, an
ENO-based scheme for convex speed functions F which most naturally occur in
lithography simulations and some source deposition problems, and a nonconvex
Lax–Friedrichs/ENO scheme (see [32]), which can be required for sputter etch/
deposition problems. Complete details of these schemes may be found in [4, 5, 44].

3. EQUATIONS OF MOTION FOR ETCHING AND DEPOSITION

The goal is now to build the speed function F for etching and deposition in the
level set framework, namely

ft 1 F u=fu 5 0 (7)

f(x, t 5 0) given. (8)

Note that F is the speed in the normal direction. Our approach is to write the
normal speed function as the superposition of the two main physical effects:

F 5 FEtching 1 FDeposition . (9)
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The underlying physical effects involved in etching and deposition are quite
complex; much of the following summary is obtained from the excellent overviews
in [8–10, 28, 33, 35, 36, 47–49]. The two effects may be summarized briefly
as follows:

• Deposition. Particles are deposited on the surface, which causes buildup in
the profile. The particles may either isotropically condense from the surroundings
(known as chemical or ‘‘wet’’ deposition), or be deposited from a source. In the
latter case, we envision particles leaving the source and depositing on the surface;
the main advantage of this approach is increased control over the directionality of
surface deposition. The rate of deposition, and hence growth of the layer, may
depend on source masking, visibility effects between the source and surface point,
angle-dependent flux distribution of source particles, and the angle of incidence of
the particles relative to the surface normal direction. In addition, particles may not
stick, but in fact be reemitted back into the domain. This is known as ‘‘reemission’’;
the ‘‘sticking coefficient’’ between zero and one is the fraction of particles that
stick. Here, a sticking coefficient of unity means that all particles stick; a low sticking
coefficient means that particles may bounce many times before they eventually
become fixed to the surface.

• Etching. Particles remove material from the evolving profile boundary. The
material may be isotropically removed, known again as chemical or ‘‘wet’’
etching, or chipped away through reactive ion etching, also known as ‘‘ion
milling’’. Similar to deposition, the main advantage of reactive ion etching is
enhanced directionality, which becomes increasingly important as device sizes
decrease substantially and etching must proceed in vertical directions without
affecting adjacent features. The total etch rate consists of an ion-assisted rate
and a purely chemical etch rate due to etching by neutral radicals, which may
still have a directional component. As in the above, the total etch rate due to
wet and directional milling effects can depend on source masking, visibility
effects between the source and surface point, angle-dependent flux distribution
of source particles, and the angle of incidence of the particles relative to the
surface normal direction. In addition, due to chemical reactions that take place
on the surface, etching can cause surface particles to be ejected; this process is
known as ‘‘redeposition’’; the newly ejected particles are then deposited elsewhere
on the front, depending on their angle and distribution.

In the rest of this section, we formalize the above.

3.1. Initial Position and Setup

Define the coordinate system with the x and y axes lying in the plane and z being
the vertical axis. We consider an initial profile h(x, y), where h gives the height of
the initial surface above the xy plane. We also consider a source Z given as a surface
above the initial profile, and write Z(x, y) referring to the height of the source at
the point (x, y).

For both etching and deposition, define the source ray to be the ray leading the
source and aimed towards the surface profile. Let c be the angle variation in the



199ETCHING, DEPOSITION, AND LITHOGRAPHY III

FIG. 2. Variables and setup.

source ray away from the negative z axis; c runs from 0 to f. Let c be the angle
between the projection of the source ray in the xy plane and the positive x axis.
Let n be the normal vector at a point x on the surface profile, and u the angle
between the normal and the source ray.

In Fig. 2, we indicate these variables. Masks, which force flux rates to be zero,
are indicated by heavy dark patches on the initial profile. At each point of the
profile, we also assign a visibility indicator function Y(x, x9) which indicates whether
the point x on the initial profile can be seen by the source point x9.

Our goal is to write the effects of deposition, etching, and lithography on the
speed F at a point x on the front.

3.2. Individual Terms

3.2.1. Etching. We consider two separate types of etching:

• F Etching
Isotropic : Isotropic etching. Uniform etching, also known as chemical or wet

etching.

• F Etching
Direct : Direct etching. Etching from an external source; this can be either a

collection of point sources, or from an external stream coming from a particular
direction. Visibility effects are included; and the flux strength can depend on both
the solid angle from the emitting source and the angle between the profile normal
and the incoming source direction. Etching can include highly sensitive dependence
on angle such as in ion-milling.

3.2.2. Deposition. We consider four separate types of deposition:

• F Deposition
Isotropic : Isotropic deposition. Uniform deposition, also known as chemical or

wet deposition.
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• F Deposition
Direct : Direct deposition. Deposition from an external source; this can be

either a collection of point sources, or from an external stream coming from a
particular direction. Visibility effects are included; and the flux strength can depend
on both the solid angle from the emitting source and the angle between the profile
normal and the incoming source.

• F Deposition
Redeposition : Redeposition. Particles that are expelled during the etching process.

These particles then attach themselves to the profile at other locations; the strength
and distribution of the redeposition flux function can depend on such factors as
the local angle. A redeposition coefficient, bredeposition can range from zero to unity
to reflect the fraction of redeposition that results from the etching process. A value
of bredeposition 5 1 means that nothing is redeposited elsewhere; in other words,
everything sticks.

• F Deposition
Reemission : Reemission deposition. Particles that are deposited from direct depo-

sition may in fact not stick and are then reemitted into the domain. The amount
of particles reemitted depends on a sticking coefficient breemission . If breemission 5 1,
then this means that nothing is reemitted.

In Fig. 2, we generalize all of these effects as the ‘‘source.’’ Thus, the plane source
as shown in the figure may consist of locations which emit either unidirectional
deposition or point source deposition.

3.3. Assembling the Terms

We may, somewhat abstractly, assemble the above terms into the single expression

F 5 F Etching
Isotropic 1 F Etching

Direct 1 F Deposition
Isotropic 1 F Deposition

Direct 1 F Deposition
Redeposition 1 F Deposition

Reemission (10)

The two isotropic terms are evaluated at a point x by simply evaluating the
strengths at that point. The two direct terms are evaluated at a point x on the
profile by first computing the visibility to each point of the source and then evaluating
the flux function; thus these terms require computing an integral over the entire
source. To compute the fifth term at a point x, we must consider the contributions
of every point on the profile to check for redeposition particles arising from the
etching process; thus this term requires computing an integral over the profile itself.
The sixth term, FReemission is more problematic; since every point on the front can
act as a deposition source of reemitted particles that do not stick, the total flux
function deposition function comes from evaluating an integral equation along the
entire profile.

In more detail, let V be the set of points on the evolving profile at time t, and
let Source be the external source. Given two points x and x9, let Y(x, x9) be one if
the points are visible from one another and zero otherwise. Let r be the distance
from x to x9, n be the unit normal vector at the point x, and finally, let a be the
unit vector at the point x9 on the source pointing towards the point x on the profile.
Then we may refine the above terms as
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F 5

FluxEtching
Isotropic

1

E
Source

FluxEtching
Direct (r, c, c, u, x)Y(x, x9)(n ? a) dx9

1

FluxDeposition
Isotropic

1

E
Source

FluxDeposition
Direct (r, c, c, u, x)Y(x, x9)(n ? a) dx9

1

E
V

(1 2 bredeposition)FluxDeposition
Redeposition(r, c, c, u, x)Y(x, x9)(n ? a) dx9

1

E
V

(1 2 breemission)FluxDeposition
Reemission(r, c, c, u, x)Y(x, x9)(n ? a) dx9

. (11)

The integrals are performed in a straightforward manner. The front is located
by constructing the zero level set of f; in two dimensions it is represented by a
collection of line segments; in three-dimensions by a collection of voxel elements;
see [4, 5]. The centroid of each element is taken as the control point, and the
individual flux terms are evaluated at each control point. In the case of the two
isotropic terms, the flux is immediately found. In the case of the two integrals over
sources, the source is suitably discretized and the contributions summed. In the
fifth term, corresponding to redeposition, the integral over the entire profile is
calculated by computing the visibility to all other control points and the correspond-
ing redeposition term is produced by the effect of direct deposition. Thus, as pre-
sented, the fifth term requires N 2 evaluations, where N is the number of control
points which approximate the front.

3.4. Evaluation of the Reemission Term

The sixth and last term is somewhat more time-consuming to evaluate, since the
integral requires evaluation of the flux contribution FluxDirect/Redeposition from each
point of the interface, each of which depends on the contribution from all other
points. Thus, this is an integral equation which must be solved to produce the total
deposition flux at any point. In the below discussion, we shall assume that the total
deposition flux depends on deposition directly from the source, as well as additional
deposition due to particles which do not stick and are in fact reemitted.2 We shall
call this flux FluxDirect/Redeposition, and solve for it.

We now introduce some additional notation; in this discussion, we derive the
appropriate integral equation for two-dimensional problems; the derivation in three
dimensions is similar. Let

2 Ion-induced redeposition particles can be included as part of the reemission process as well.
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• ti be the coordinates of point number i, with an associated segment length li ,

• rij be the distance between point i and j,
• u i

j be the angle between the normal to point i and the vector tj 2 ti ,

• Yij be the visibility factor which is one if the point at xi and xj can see each
other and zero otherwise,

• b0 be the sticking coefficient for the particles coming directly from the source;
b0 5 1.0 means that all the particles stick,

• b be the sticking coefficient for secondary bounces,

• I i
S be the incoming source strength at point i due to the above light source,

• I i
R be the source strength at radiated from point i, and

• IS and IR be the vectors (I 0
S, ..., I n

S) and (I 0
R, ..., I n

R).

The expression for the flux is an integral equation for the received flux. Once
the problem is discretized into a matrix relation, there are two numerical approaches
to solving the equation. The first is to use a direct solver for the matrix equation. In
two dimensions, this is practical, for large three-dimensional problems this becomes
impractical due to the computational labor. The second approach is to construct
an iterative solution to the integral equation, based on a series expansion of the
interaction matrix. We discuss both approaches below.

3.4.1. Direct solution of integral equation. Our strategy is to first work with the
amount IR radiated from each point of the surface; this depends on the amount
received from the direct source plus the amount radiated from all other points on
the surface, that is,

I i
R 5 (1 2 b0)I i

S 1 (1 2 b) O
j,j?i

I j
R

cos(u j
i ) cos(ui

j )
2rij

Yij lj . (12)

In this equation, there are several things to point out. First, we are standing at each
point i and computing the contributions from the source, as well as from all other
points on the front. Second, there are two contributing cosines in the expression.
One is from the receiving point, which contains a cosine due the collected flux
along the segment. The second cosine is due to the assumption of luminescent
reflection; we assume that once a particle hits, it has an equal probability of heading
off in any direction. Using the model of an assumed cosine distribution around the
normal, this then generates the other cosine term.

Define the matrix V by

Vij 5
cos(ui

j) cos(u j
i)

2rij
Yij lj , (13)

when i ? j, and 0 if i 5 j.
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Note that since cos(ui
j) 5 ni ? (tj 2 ti)/utj 2 tiu, V can be rewritten as

Vij 5
[ni ? (tj 2 ti)][nj ? (ti 2 tj)]

futj 2 tiu3
Yij lj . (14)

Thus,

IR 5 (1 2 b0)IS 1 (1 2 b)VIR , (15)

and we may express IR in terms of IS by

IR 5 (1 2 b0)(I 2 (1 2 b)V)21 IS . (16)

Thus, the received flux at the front at a point i is given by

Fluxi
DirectDeposition/Redeposition 5 b0 I i

S 1 b O
j,j?i

I j
R

cos(u j
i) cos(u i

j)
2rij

Yijlj , (17)

and, in vector form, we may rewrite this expression as

FluxDirectDeposition/Redeposition 5 b0 IS 1 bVIR . (18)

Our goal now is to eliminate the expression IR in the above. We first rearrange
Eq. (15) to get

VIR 5
1

(1 2 b)
IR 2

(1 2 b0)
(1 2 b)

IS . (19)

Substitution into the flux equation (Eq. (18) then gives

FluxDirectDeposition/Redeposition 5
(b0 2 b)
(1 2 b)

IS 1
b

(1 2 b)
IR . (20)

Finally, we may substitute the expression for IR in terms of IS to get

(b0 2 b)
(1 2 b)

IS 1
b(1 2 b0)
(1 2 b)

(I 2 (1 2 b)V)21IS . (21)

We point out that an important special case is given when b0 5 b (that is, the
sticking coefficient is the same for all bounces), in which case the equation becomes

FluxDirectDeposition/Redeposition 5 b(I 2 (1 2 b)V)21IS . (22)

We note that in these equations, V is nonsymmetric, thus defining

Cij 5
ni ? (tj 2 ti)nj ? (ti 2 tj)

2utj 2 tiu3
Yij , (23)
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and letting L be the diagonal matrix with Lii 5 li , V 5 CL, and C is symmetric.
The equation therefore becomes

(b 2 b0)
(1 2 b)

IS 1
b(1 2 b0)
(1 2 b)

(I 2 (1 2 b)CL)21IS , (24)

(b 2 b0)
(1 2 b)

IS 1
b(1 2 b0)
(1 2 b)

L21(L21 2 (1 2 b)C)21IS . (25)

This matrix is full, and can be quite substantial if the front is complex. We use the
symmetric solver in LinPack; approximations to this equation and faster summation
techniques will be discussed in later work.

3.4.2. Iterative solution of integral equation. We now consider a different ap-
proach, which is to construct an iterative solution to the integral equation, which
consists of a series expansion in the interaction matrix. Suitably interpreted, this
can be viewed as a ‘‘multibounce’’ model, in which the number of terms in the
series expansion corresponds to the number of bounces that a particle can undergo
before its effects are negligible. This approach will allow us to check the error
remainder term in this iterative formulation to determine how many terms must
be kept. Since most of the particles either stick or leave the domain after a reasonable
number of bounces, this is an effective approach.

We begin by defining the reflected intensity IR,k after the kth bounce, namely

I i
R,1 5 (1 2 b0)I i

S , (26)

I i
R,k11 5 (1 2 b) O

j,j?i
I j

R,k

cos(u j
i ) cos(ui

j)
2rij

Yijlj . (27)

In a matrix form, this becomes

IR,0 5 (1 2 b0)IS , (28)

IR,k11 5 (1 2 b)VIR,k , (29)

where V is defined as before. Now, define IS,k to be the position that sticks at the
kth bounce. We then have that

IS,0 5 b0IS , (30)

IS,1 5 bV(1 2 b0)IS , (31)

and, in general,

IS,k11 5
b

1 2 b
IR,k11 5 (1 2 b)VIS,k . (32)

Therefore, by reaching back to the initial expression, we have

IS,k 5 b(1 2 b)k21(1 2 b0)VkIS , (33)

and thus the total intensity after N applications is given by

IN 5 b(1 2 b0) FON
k51

(1 2 b)k21VkG IS 1 b0IS . (34)
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Each application of the operator may be viewed as either an additional term in the
expansion or an additional included bounce.

We note that there is a recurrence relation for IN given by

IN11 5 b(1 2 b0) FON11

k51
(1 2 b)k21VkG IS 1 b0IS

5 b(1 2 b0) F(1 2 b)V ON
k51

(1 2 b)k21Vk 1 VG IS 1 b0IS

5 (1 2 b)V(IN 2 b0IS) 1 b(1 2 b0)VIS 1 b0IS

5 (1 2 b)VIN 1 (b 2 b0)VIS 1 b0IS .

By constructing the remainder term IN11 2 IN , we can measure the convergence
of the expansion and keep enough terms to bound the error below a user-speci-
fied tolerance.

4. ADDITIONAL NUMERICAL ISSUES

4.1. Constructing Extension Velocity Fields

The above produces the solution to the speed function F at each of the control
points xi . In order to use a level set approximation, an ‘‘extension’’ velocity field
(see [44]) must be constructed which provides a velocity field for the neighboring
level sets based on F at the control points. One technique is to stand at each grid
of the narrow band and simply use the value from the closest point on the front;
see [4, 5]. Given a narrow band of radius k, we can find the closest point in O(k2)
in 2D and O(k3) in 3D. Thus, the total cost for the tube is O(Nk3) for 2D and
O(N2k4) in 3D. Another drawback of this method is that away from the front the
speed will be discontinuous, which will result in corners and kinks in nonzero
level sets.

Here, we introduce a different extension technique based on Sethian’s Fast
Marching Method for solving the eikonal equation, which was introduced in [42,
43]. The technique allows one to build an extension velocity field for the general
situation in which a velocity must be extended from the front to points within a
narrow band and may be used in a wide collection of applications. The cost will
be O(Nk log(N)) in two dimensions and O(N 2k log(N)) in three dimensions. As
an added benefit, it produces a smooth function off the front. There will still be
discontinuities at those grid points where two or more points on the front are
the same distance away; however, the stair-stepping exhibited by the previously
described pure extension method is not present.

Briefly, the Fast Marching Method is a technique for solving the eikonal equation

u=fuF 5 1. (35)

The technique relies on a combination of narrow band methods, upwind schemes,
and a fast sorting algorithm. To imagine an easy case, consider a speed function
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F 5 1; thus in this case the goal is to compute the distance function from the initial
front. The Fast Marching Method works by propagating the distance values away
from the front. At any time the points being considered are approximately the
same distance away from the initial front (give or take a grid cell). When a new
point is updated, the values from points with smaller values are used to get a new
crossing time. By using a heap sort algorithm, the Fast Marching Method allows
one to systematically construct these distance grid values by always marching in
upwind fashion, and hence, there is never a need to revisit a point once it is updated.
If there are N total computational points in the domain, the fast marching method
computes the solution to the eikonal equation in the complete domain in O(N log
N) steps. As such, it is one of the fastest possible techniques for computing the
solution to the eikonal equation. For details, see [42–44].

To construct an extension velocity field we use a similar idea. The crossing times
are found as if the front is advancing with constant speed 1, but rather than only
associate distances with each point, we also associate distances and extended values
with each point. When the crossing time gets updated at a point, its extended value
also gets updated, using the extended values of the points that are used to update
the crossing time. The simplest method is to use weighted averaging depending
on the difference between the new crossing value and the crossing value at the
neighboring points.

Algorithmically, we have

• For the points next to the initial front, specify distance and extension values
by using the neighboring points. Extension values are constructed by weighting the
nearby values with the distance. These points will be the initial tentative points,
and points that lie exactly on the front will be the only accepted points.

• As in the standard Fast Marching Method, pick the smallest tentative crossing
time. For each neighboring point that has not been accepted, calculate a new
crossing time. This calculation will choose one or two points in two dimensions,
and up to three points in three dimensions. Once that crossing time is found, the
extension value is set to the weighted average of the extension values from the
points used in the crossing time calculation. The weight is proportional to the
difference between the newly found crossing value and the crossing value at that
point. For complete details about the use of Fast Marching Methods to construct
extension velocities; see [3].

5. RESULTS

5.1. Basic Calculations

We begin with a straightforward calculation of isotropic etching into a hole,
taken from [5]. In Fig. 3 we show a square hole from which a material is being
isotropically etched; this corresponds to a simple speed function of F 5 21.
As expected, the sides of the cavity are cleanly etched away, leaving smoothed,
rounded walls.
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FIG. 3. Isotropic etching into a hole.

We follow with a calculation of source deposition from a plate located above
the hole. The effects of visibility and shading are included. Along the entire
plate, deposition material is emitted uniformly in each direction. In Fig. 4, we
show two three-dimensional time plots of the evolving profile. The trench
begins to pinch off due to the effects of visibility, and a bulb-shaped profile
evolves.

We end the basic calculations section with the modeling (Fig. 5) of the effect of
a nonconvex sputter etch/ion milling of a saddle surface. The nonconvex speed law
F 5 (1 1 4 sin2(u)) cos(u) causes faceting of sharp corners and rounded polishing;
for details of this effect, see [5].

5.2. Test Cases: Reemission/Redeposition Simulations

We begin with straightforward studies of etching and redeposition. In Fig. 6,
etching occurs under the influence of a unidirectional etching beam coming straight
down from the vertical. In Fig. 6a, there is no redeposition; however, in Fig. 6b,
an amount of material equal to the amount etched is reemitted as a point source
at the etching point and redeposited elsewhere on the front; that is, constant volume
is maintained between the etching process and the reemission process.

FIG. 4. Source deposition into a hole.
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FIG. 5. Downward saddle under ion milling: F 5 (1 1 4 sin2(u)) cos u.

Next, we consider a pure deposition process, in which the sticking coefficient is
varied. In Fig. 7a, a unidirectional deposition beam enters from the vertical, and
all of the material sticks (sticking coefficient 1.0). In Fig. 7b, the sticking is b 5

0.5. In Fig. 7c, the sticking coefficient is b 5 0.2. For sticking coefficient values less
than unity, the matrix equation is solved. As the sticking coefficient decreases, the
deposition layer becomes more uniformly distributed.

5.3. Complex Examples

We now follow with a collection of more complex simulations designed to demon-
strate various physical effects.

5.3.1. Parameter study. We begin with a two-dimensional parameter study of
the simultaneous effects of etching and deposition, without the effects of redeposi-
tion and reemission. We use a speed function,3

F 5 (1 2 a)Fetch 1 aFDeposition, (36)

FIG. 6. Effect of redeposition on unidirectional etching process: (a) etching; (b) etching plus redepo-
sition.

3 This form for the ion-milling term was suggested by J. Rey of Technology Modeling Associates.
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FIG. 7. Effect of varying sticking coefficient on deposition/redeposition: (a) sticking coefficient 1.0;
(b) sticking coefficient 0.5; (c) sticking coefficient 0.2.

where

Fetch 5 (5.2249 cos u 2 5.5914 cos2 u 1 1.3665 cos4 u), (37)

FDeposition 5 bFIsotropic 1 (1 2 b)FSource . (38)

As shown in [4, 5], ion-milling terms of this form yield nonconvex Hamiltonian–
Jacobi equations and must be computed using appropriate upwind schemes. Visibil-
ity effects are considered in all terms except isotropic deposition. The results of
varying a and b between 0 and 1 are shown in Fig. 8.

5.3.2. Trench depth on reemission profiles. Next, we study the relationship be-
tween body geometry and reemission profiles. In Fig. 9, we show a 3 3 3 matrix
displaying the interplay between body geometry and various for the sticking coeffi-
cient. We assume a unidirectional deposition beam, and a sticking coefficient of b
means that 1 2 b of the material is not deposited but instead reemitted as a
point source.

We repeat the study in Fig. 10, only this time we assume deposition from a line
source above the trench. In both cases, as the depth of the cavity decreases, more
reemission comes from the bottom of the cavity, and the deposition spread is more
uniform. Furthermore, in both cases we observe a slight lagging of the front in
corners; this is due to leakage in our discretization of the integral for the front.
This problem can be corrected with a nonuniform discretization scheme, which is
discussed elsewhere; see [29]:

F 5 (1 2 a)Fetch 1 aF

Fetch 5 (5.2249 cos u 2 5.5914 cos2 u 1 1.3665 cos4 u)cos u

FDeposition 5 bFIsotropic 1 (1 2 b)FSource .

5.3.3. Multiple effects. An important simulation is obtained by considering a
periodic sequence of structures under the multiple effects of ion-milling, isotropic
deposition, and redeposition. Here, the goal is to model the faceting that occurs
due to the nonconvexity of the ion-milling term (see [4, 5]), as well as the role of
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FIG. 8. Simultaneous etching and deposition: a increases from left to right; b increases from top
to bottom.
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FIG. 9. Body geometry versus sticking coefficient: unidirectional deposition.

redeposition in rounding sharp corners as a function of the reemission coefficient.
A combination of ion-milling and ion-induced sputtered redeposition is shown in
Fig. 11, together with conformal deposition and direct deposition. On the left, the
ion-induced sputter redeposition is set to zero; on the right the etched material is
reemitted, producing considerable rounding of the sharp corners.
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FIG. 10. Body geometry versus sticking coefficient: line source deposition.

Next, we consider a complex speed function,4 which consists of a sensitive angle-
dependent speed law. A plot of the speed as a function of u shows that for some
values of u, deposition dominates over etching, while for other values, etching is

4 This example was suggested by J. Rey of Technology Modeling Associates.
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FIG. 11. Combination of ion-milling, direct deposition, and conformal deposition.

the dominant effect. We further add the restriction that the initial structure is
impenetrable and thus cannot be etched. In Fig. 12, we show the effect of the
speed law

F 5 (4.385 2 5.7 cos u 1 1.425 cos3 u)cos u (39)

on a periodic structure. We observe that the impenetrability of the material forces
the selection of two critical angles, as seen in the sharp angles at the protruding
corners of the structure.

5.3.4. Thin films and nanolayers. Next, we consider a problem in which several
effects are combined. We imagine an initial block, in which a mask covers a substrate,
and we envision a simultaneous etch and deposition process. We imagine that one
material (which will be shown as light gray) is isotropically deposited on both the
mask (shown in dark gray) and substrate (shown in black). At the same time that
this material is being deposited, it is being etched under an ion-milling/sputter law,
such that the etch rate in the substrate is twice as fast as the etch rate in the mask.
Thus, we have

F 5 FIsotropicDeposition 1 FSputterEtching (40)

FIsotropicDeposition 5 0.5; FSputterEtching 5 Factor(x) p cos u: (41)

FIG. 12. Impenetrable block under simultaneous etching and deposition.
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FIG. 13. Combination of isotropic deposition of thin layer and convex sputter etching of materials,
time sequence:

F 5 FIsotropicDeposition 1 FSputterEtching (42)

FIsotropicDeposition 5 0.5, FSputterEtching 5 Factor(x) p cos u (43)

Factor(x) 5 1.0 if in mask (dark gray)/Factor(x) 5 2.0 if in substrate (black).

• Factor(x) 5 1.0 if in dark gray material (mask),

• Factor(x) 5 2.0 if in black material (substrate).

In Fig. 13, we show the sequence of profile evolution under these effects. We
note the development of the thin nano-layer which covers the side walls, but is
fully etched away along the top and the bottom; we also note the existence of
evolving points where several fronts touch. We stress that the grid used for this
calculation is significantly larger than the size of the nano-layer; thus our algorithms
provide for significant subgrid resolution without resorting to adaptive mesh technol-
ogy; see [44] for details of this technology.
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FIG. 14. Combination of isotropic deposition of thin layer and nonconvex sputter etching of materials,
time sequence:

F 5 FIsotropicDeposition 1 FSputterEtching (44)

FIsotropicDeposition 5 0.5, FSputterEtching 5 Factor(x) p (1. 1 4 sin2 u) cos u (45)

Factor(x) 5 1.0 if in mask (dark gray)/Factor(x) 5 2.0 if in substrate (black).

We repeat the calculation in Fig. 14, only this time using an ion-milling sputter
etching speed law which promotes faceting due to the presence of nonconvex
Hamiltonians; see [4, 5]. Here, we note the rounding of the side wall layers, as well
as the existence of multiple fronts and thin layer structures.

5.3.5. Surface diffusion. Two types of surface diffusion can play important roles
in coverage and deposition layers; bulk diffusion, which is the global macro-motion
of the material within the deposited layer, and surface diffusion, which relates to
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the motion of metal boundaries. Here, we examine the effects of surface diffusion
on the shape of the deposition layer.5

Cale and Jain [7, 23] have performed carefully fit numerical experiments to match
experimental evidence of surface diffusion effects of aluminum-(1.5%) copper films.
They propose (see Cale and Jain [7], and Cale and Raupp [8–10]) a model of the form

h(s) 2 R(s) 1 const
2k

s2 5 0, (46)

where h(s) is the ballistic flux of atoms arriving at the surface position s, R(s) is
the rate of incorporation of atoms into the solid film, and k is the signed curvature.
We refer the reader to [8–10] for a detailed discussion of transport equations and
related terms.

Here, we analyze a model problem which contains the effects of surface motion
driven by surface diffusion. We recall the level set formulation

ft 1 F u=fu 5 0. (47)

A wide collection of problems have been studied when the speed function F is of
the form

F 5 1 2 «k, (48)

where k is the curvature of the interface (see [44]). In the case of surface diffusion,
we need to solve a model problem of the form

F 5 1 1 «kaa , (49)

where a is an arc-length parameterization. This is suggestive of the well-known
sintering equations, which have been analyzed using a level set formulation by
Chopp and Sethian in [15]; see also [44]. Briefly, while flow under curvature F 5

k causes all closed simple curves to become circular, shrink to a point and disappear
[21], any circle is stable under motion by the second derivative of curvature F 5

kaa . We know of no formal proofs for limiting states of such curves analogous to
the one Grayson proved for motion under curvature [21]. Numerical evidence so
far indicates that convex curves become circular and then stop; detailed numerical
studies may be found in [15].

The problem is delicate because Eq. (49) is a time-dependent fourth-order partial
differential equation, and the presence of the fourth derivative requires an exceed-
ingly small time step for stability in an explicit scheme; the linear fourth-order heat
equation has a stability time step requirement of the form O(Dt/Dh4). Such schemes
can in fact be made implicit to allow a larger time step; see [15] for further discussion.

It is tempting to alter the equation and create a surface diffusion model by using
a speed function of the form F(k) 5 2«k, since, for a short time this probably gives

5 We thank T. Cale and J. Rey for illuminating conversations about the role and effects of surface dif-
fusion.
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FIG. 15. Effects of surface diffusion on isotropic deposition: F 5 1 2 «kaa .

effects close to the actual sintering equation, and the time step requirement is
considerably less drastic. Nonetheless, we have chosen to work with the full fourth-
order equation.

We can convert the problem to a level set formulation by differentiating the
curvature expression twice in the tangent direction along each level line. Following
the discussion in [15], we have

ft 1 (1 1 «kaa)u=fu 5 0 (50)

ft 1 u=fu 5 2« F= ?
=f

u=fuGaa
(51)

ft 1 u=fu 5 2«= F= F= ?
=f

u=fuG ?
fy , 2fx

u=fu G ?
fy , 2fx

u=fu
. (52)

We use a central difference approximation for the derivatives, and regularize the
denominator to avoid the singularity associated with vanishing gradients.

We begin in Fig. 15 by showing the effects of surface diffusion on a model problem
of isotropic deposition; that is, we examine a speed function F 5 1 1 «kaa for
varying values of «.

We next turn to a more realistic case and consider a speed function which contains
isotropic deposition and an ion-milling nonconvex etch function, together with
surface diffusion; that is, in Fig. 16 we consider the speed function

F 5 4 2 (1 1 4 sin2 u) cos(u) 1 «kaa (53)
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FIG. 16. Effects of surface diffusion on deposition plus ion-milling: F 5 4 2 (1 1 4 sin2 u) 1 «kaa .

5.4. Three-Dimensional Effects

Finally, we end with three examples showing three-dimensional problems which
include the effects of a low sticking coefficient on deposition/redeposition. In Fig.
17, we show the effects of a small sticking coefficient on a three-dimensional struc-

FIG. 17. Effects of low sticking coefficient (0.1) on 3D structure: (a, c) initial 2D cross section
through both pegs; (b, d) later, 2D cross section (noncentered) through single peg.
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FIG. 18. Variables for double-L simulations.

ture. While the structure is somewhat unrealistic, it is chosen to illustrate the effects
under study. The structure is a rectangular trench, with pegs protruding in from
opposite sides. In Fig. 17a, we show the initial three-dimensional shape, followed
in Fig. 17b by a later configuration. Here, the effect of the deposition is to create
a layer everywhere except under the pegs, while the effects of the redeposition is
to create a layer underneath the overhang. Next, in Fig. 17c and Fig. 17d, we show
two-dimensional cross sections of the evolving profile, which better illustrate the
effects of the redeposition.

Finally, we perform two studies of complex motions applied to a double-L shape.
We begin with a study which balances source distribution with an angular flux
cosine dependence with an isotropic deposition term. That is, let the Flux(x) received
at a point x on the surface emitted from a point y on the source be given by

Flux(x) 5 0.9 cos(u1) cos(u2) 1 0.1, (54)

where u1 is the angle that the vector v from x to y makes with the normal at x, and
u2 is the angle that the vector v makes with the vertical. Figure 18 shows the variables
for this expression. This flux is integrated over the entire source to obtain the speed
function F at the point x.

In Fig. 19, we show the double-L shape under the effects of this flux distribution.

FIG. 19. Three-dimensional evolution under cosine source distribution and isotropic deposition: (a)
initial shape; (b) later.
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FIG. 20. Three-dimensional evolution under cosine source distribution with sticking coefficient 0.1:
(a) initial position; (b) time evolution; (c, d) cross section.

Figure 19a, we show the initial shape from a diagonal angle; the development of a
void is clearly shown in the three-dimensional profile shown in Fig. 19b.

Finally, in Fig. 20, we repeat the calculation using the initial shape shown in Fig.
20a. However, this time we remove the isotropic deposition term and consider a
combination of two cosine flux deposition sources. That is, the initial flux at each
point is given by

Flux(x) 5 cos5(u1) cos(u2) 1 cos(u1) cos(u2); (55)

in addition, the second deposition term is given a sticking coefficient of 0.1, thus
we also consider the effects of redeposition. We see that in this case, the void does
not form; results are shown after some time evolution in Fig. 20b; a two-dimensional
cross-sectional cut is shown in Fig. 20c.

6. TIMINGS

The computational labor required in these calculations is most directly a function
of the grid resolution required to represent the front and the complexity of the
physical effects under consideration. In Table I and II rough timings are given for
various sizes and physical complexities for a Sun Ultra. The lithography timings
were computed using the fast marching method given in [43].

This paper formulates a level set approach to handle a wide collection of complex
topographic problems in etching and deposition. The next step, currently underway,
is to couple this methodology to Navier–Stokes solvers for computing the relevant
fluid effects off the front and to provide hydrodynamic and transport links between
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TABLE I
Two-Dimensional Timings

50 by 50 100 by 100
Test Runtime Steps Time/step Runtime Steps Time/step

Lithography 6.9 ms NA NA 26 ms NA NA
(fast marching)

Isotropic 82 ms 24 3.4 ms 0.4 s 49 8 ms
(narrow band)

Unidirectional 0.4 s 17 23 ms 2.3 s 34 70 ms
(with visibility)

Etching and 1.7 s 25 68 ms 14 s 51 0.3 s
redeposition

Deposition and 1.1 s 17 65 ms 12 s 39 0.3 s
redeposition
(iterative model)

the surface evolution and physics in the interior; we shall report on this work else-
where.
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TABLE II
Three-Dimensional Timings

40 by 40 by 40 80 by 80 by 80
Test Runtime Steps Time/step Runtime Steps Time/step

Lithography 0.16 s NA NA 2.1 s NA NA
(fast marching)

Isotropic 1.3 s 8 0.16 s 13.6 s 24 0.6 s
(narrow band)

Unidirectional 16.7 s 24 0.7 s 270 s 47 5.7 s
(with visibility)

Etching and 224 s 12 19 s 260 m 25 10 m
redeposition

Deposition and 265 s 11 24 s 290 m 23 12.6 m
redeposition
(iterative model)
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